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#### Abstract

Switch statements are elementary to most widely used highlevel programming languages. If they consist of $n$ sparse constant case labels contemporary compilers usually translate them into decision trees. This approach gives good $O(\ln n)$ performance, can easily cope with case label ranges, and can be tweaked to speed up the cases which are executed most frequently. Often however, hashing performs much better:


- The main and most impressive virtue is its $O(1)$ performance, i.e. constant time independent of the number of cases.
- A big advantage over a decision tree is that the central dispatching point of hashing which is a rather expensive indirect jump even can be replaced by a table lookup if all jump targets only differ by constants.
- The consumption of the processor's branch prediction caches is reduced to the bare minimum.

We justify hashing by measurements and describe heuristics to determine fast and good-fitting hash functions at compile time.
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## 1 Introduction

Computers are good at computing - but not good at jumping, especially when they can not predict where to jump or whether to jump at all. Looking up a jump target is often faster than searching for it.

The main goal of this paper is to justify hashing and to point the direction for the incorporation of hashing into compilers. We focus on switch statements which dispatch on reasonable numbers (about 10 up to a few thousand) of sparse constant case labels, thus catching the cases where a jump table gets too big.

After giving a survey of the main methods to implement switch statements, we will present variants of hashing and their implementations and discuss their merits. We then present optimization techniques and discuss the measurements.

### 1.1 Motivation

Although known for about 60 years[21], almost all commonly used production quality compilers do not use compile time hashing for the implementation of switch statements. We wondered how hashing compares to the currently used techniques and why hashing has not yet found its way into most compilers. Switch statement consisting of many sparse case labels which is the area hashing is famous for are usually implemented with decision trees.

A decision tree is a quite effective method of "divide and conquer". The many needed conditional jump instructions naturally lead to a flood of entries in the branch optimization caches which might be needed elsewhere. An else-if chain is a degenerate kind of decision tree where all cases are tested one after another.

In the ideal case the decision is reduced to a single point. If the given range of the set of case labels is dense enough, we can uses the switch value as an index into a jump table. This is a well known and often applied method. However, for sparse case labels or large case label ranges this method usually leads to a much too large table.

### 1.2 Hashing

Hashing is a technique which inherits most features of the jump table approach but without its excessive memory consumption for $n$ sparse case labels. This is done by compressing the set of case labels into a much smaller hash range of $s$ values $\{0 \ldots s-1\}$ with a hash function $h(x)$ such that the needed tables get a reasonable size.

Often, there are some case labels which are mapped to the same hash value and thus share the same hash slot; this circumstance is called a hash collision. To minimize the number of hash collisions, it is preferable that the hash function delivers many different values. The number of hash collisions can be reduced by enlarging the hash range, nevertheless however, the hash range should be kept reasonably small. The load factor $\alpha=n / s$ indicates the relative usage.

If there are any collisions, we have an imperfect hash function (section 4); a subsequent test for all matching case labels must follow.

In the absence of collisions we have achieved a perfect hash function (section 3); only one test for the case label is needed.

A reversible hash function (section 2) is a perfect hash function which can even be inverted (bijective) and thus no collision can ever occur. In this case a simple range check is sufficient to rule out non-matching case labels.[17] The plain jump table is the trivial case of a reversible hash function where the "hashing" (i.e. scrambling) is absent.

## 2 Reversible Hashing

We might be lucky and find a reversible hash function. In contrast to other hashing methods we only need to take care that the function value is a member
of the hash range and there is no need for a table of case labels.[17] Unfortunately, finding a suitable and fast reversible function is difficult and only succeeds in some special cases such as the one described below.

### 2.1 Implementation

The probably most useful reversible instructions are subtract, rotate, and multiply by an odd number, because these operations can be combined to map equidistant numbers $x_{i}$ to $i$ :

$$
\begin{equation*}
x_{i}=d \cdot i+c \tag{2.1}
\end{equation*}
$$

The intuitive way is to subtract $c$ and then divide by $d$, unfortunately however, a division is neither fast nor reversible. Our proposed alternative is to replace the division by a variant of the so-called exact division $[7]$. First of all we split our divisor into a product of an odd number $a$ and a power of two $\left(2^{b}\right)$ such that

$$
\begin{equation*}
d=a \cdot 2^{b} \tag{2.2}
\end{equation*}
$$

The division by $2^{b}$ is replaced by a rotate right operation by $b$.[17] To cope with the odd factor $a$, we calculate $\bar{a}$, its multiplicative inverse[19] which is only defined for odd numbers in this context (every odd number is relatively prime to a power of 2 ), hence the separation. The resulting formulas are

$$
\begin{align*}
& i=\left(\left(x_{i}-c\right) \stackrel{\mathrm{rot}}{\gg} b\right) \cdot \bar{a},  \tag{2.3}\\
& i=\left(\left(x_{i}-c\right) \cdot \bar{a}\right) \stackrel{\mathrm{rot}}{\gg} b . \tag{2.4}
\end{align*}
$$

For "well-formed" $x_{i}$ (as of eq. 2.1) both formulas give the same result $i$; for other values the results are not necessarily equal.

To implement this (e.g. in a compiler), one determines the smallest case label $c$ and calculates the greatest common divisor $d$ of the differences of the case labels and $c$. It does not matter whether the case labels are signed or unsigned. Any overflows have to be discarded. Needless to say, a subtraction of 0 , a rotation by 0 , and a multiplication by 1 should not produce any code. If $c$ is positive, divisible by $d$ and sufficiently small, we might omit the subtraction and instead insert default labels into the jump table.[15]

### 2.2 Example

For example, the case labels $\{100,106,112,118,124\}$ can be mapped to $\{0,6$, $12,18,24\}$ by subtracting 100 , then to $\{0,3,6,9,12\}$ by rotating right by 1 , and finally to $\{0,1,2,3,4\}$ by multiplying with the inverse of 3 . All these operations are reversible. In this case we even achieved a minimal reversible hash function since the series has no holes, and hence the jump table need not contain default entries. The C source of fig. 2.1 can be assembled to the 32 bit x86 code of fig. 2.2.

Please note the amazingly compact code which does a subtraction, a divisibility check, a division, and a range check with only few instructions!

```
switch (x) {
    case 100: goto L100;
    case 106: goto L106;
    case 112: goto L112;
    case 118: goto L118;
    case 124: goto L124;
    default: goto Ldefault;
}
```

Fig. 2.1. C source for switch on $\{100,106,112,118,124\}$

```
action: ; table of jump targets
    dd L100, L106, L112, T118, L124
switch:
    sub eax, 100 ; subtract low bound
    ror eax, 1 ; replacement of division by 2
    imul eax, eax, 0xaaaaaaab ; multiply with inverse of 3
    cmp eax, 4 ; compare with highest index
    ja Ldefault ; in range? no: Ldefault
    jmp [action+eax*4] ; yes: found; indirect jump
```

Fig. 2.2. x86 assembler source for fig. 2.1 using a reversible hash function

## 3 Perfect Hashing

Usually hash functions simply force all values to the hash range. We might for e.g. mask out the lower $b$ bits to achieve the hash range $\left\{0 \ldots 2^{b}-1\right\}$. Since such a reducing mapping function is not reversible, we need to check whether the switch value is among the case labels which map to the same hash value. If there is at most one case label for each of the possible values of the hash range, we have achieved a perfect hash function. This is fortunate, since the check is thereby reduced to a single comparison against a case label fetched from a table.

Obviously, a hashing function must be fast enough to be of use. Therefore it makes sense to put some effort into finding a good perfect hash function. $[4,5]$

There are algorithms which always achieve a perfect hash function by using additional tables. There are freely available code generator programs $[6,10]$ or libraries[3] which implement them. They concentrate on hashing strings but only a few of them can deal with integers[10]. The evaluation of this software is out of scope of this paper.

### 3.1 Probability for Finding a Perfect Hash Function

The probability that a randomly chosen hash function achieves perfect hashing for $n$ case labels into $s$ slots is[13]

$$
\begin{equation*}
P_{s}(n)=\prod_{i=0}^{n-1} 1-\frac{i}{s}=\prod_{i=0}^{n-1} \frac{s-i}{s}=\frac{s!}{(s-n)!s^{n}} \tag{3.1}
\end{equation*}
$$

The related diagram fig. 3.1 where $\left(1-P_{s}(n)\right)^{k}=0.5$ and $k$ is the number of tries describes the realistically achievable load factor $\alpha=n / s$ which gets fairly small for high case label counts, even if we try a vast number of hash functions; it is plotted for a $50 \%$ chance to find a perfect hash function. Hence for large sets we will need to use a different approach to achieve perfect hashing[10] or to utilize imperfect hashing as described in section 4. Nevertheless at least for relatively small sets we should try to find a simple and fast perfect hash function as sketched in the next sections.


Fig. 3.1. Average achievable load factor $\alpha$ for perfect hashing at $50 \%$ chance

### 3.2 Good Hash Functions

Good candidates for hash functions are listed below. $M$ and $S$ are used to map the switch value to the hash range and must be set accordingly. $Q$ can be set to an arbitrary (valid) value.
$x \&_{u} M$ - mask out the lower bits
$(x \gg S)$ - extract the upper bits
$(x \gg$ rot $Q) \& M$ - extract a bit group using rotate
$((x \stackrel{\text { rot }}{\gg} Q)+x) \& M$
$((x \gg$ rot $Q)-x) \& M$
$((x \stackrel{\text { rot }}{\gg} Q) \oplus x) \& M-\oplus$ is the xor operator
$(x \cdot Q) \stackrel{\mathrm{u}}{\gg} S$ - Knuth's multiplicative hashing[11]

The last mentioned candidate (Knuth's multiplicative hashing) has become very interesting since most contemporary processors multiply quite fast and we achieve a good scrambling hash function with just two operations. Multiplications have once been very slow operations.

There are several other candidates as well[5] but most of them will give no better scrambling and/or take more time to calculate.

The hash size of all these functions is a power of two. Other sizes are possible but instead of shifting or bit masking typically require a division or a modulo operation which are often too slow to justify the savings. To visualize this the diagram fig. 3.1 also sports hash sizes $s$ which are a power of 2 .

### 3.3 Finding a Perfect Hash Function

No general formula has yet been found to calculate values for $Q$ which achieve perfect hashing, hence we apply a brute-force algorithm; this is absolutely not elegant but it can be very effective. $[4,13]$

For the first 6 candidate functions we should simply try all possible values of $Q$. For the last one however $((x \cdot Q) \stackrel{u}{>} S)$ this is too costly because there are way too many to choose from, instead we just can test some of them. We do not want to implement a superoptimizer $[12,17]$ since a compiler should be sufficiently fast.

At least for up to about 200 case labels we can usually afford to let a compiler test several thousand multipliers and achieve a reasonable load factor $\alpha$. The usage of index mapping described in section 5 helps to tolerate fairly low load factors.

Assuming 32 bit calculations, we suggest trying values in a more or less randomized order such as starting from 0x 04 d 7651 f (a de Bruijn cycle $[2,19]$ ) and incrementing by 0x 61 c 88647 (Golden ratio[11]).

### 3.4 Code Using a Perfect Hash Function

As an example for the realization of perfect hashing let us switch on the first 32 powers of 2 . In this case we can even find a minimal perfect hash function by utilizing the aforementioned "magic" constant.

The C source of fig. 3.2 can be assembled to the 32 bit x86 code of fig. 3.3.

```
switch (x) {
    case 1<< 0: goto L0;
    case 1<< 1: goto L1;
    case 1<< 2: goto L2;
    // ...
    default: goto Ldefault;
}
```

Fig. 3.2. C source for switch on powers of 2

```
labels: ; table of case labels
    dd 0x1, 0x2, 0x4, 0x1000000, 0x8, 0x80000, 0x40, ...
action: ; table of jump targets
    dd L0, L1, L2, L24, L3, L19, L6, ...
switch: ; x = eax
    imul edx, eax, 0x04d7651f ; hash / scramble
    shr edx, 32-5 ; reduce to 5 bit
    cmp eax, [labels+edx*4] ; lookup case label
    jne Ldefault ; match? no: Ldefault
    jmp [action+edx*4] ; yes: found; indirect jump
```

Fig. 3.3. x 86 assembler source for fig. 3.2 using a perfect hash function

## 4 Imperfect Hashing

Even if we could not achieve a perfect hash function e.g. with the techniques described above (section 3.3), we can still use imperfect hash functions. This means that we must deal with hash collisions and therefore have to scan a list of case labels by using a small loop. The alternative of using a jump table to indirectly branch to a location where the case labels which match one hash value are checked is possible but forfeits the advantage of saving processor resources.

For a randomly chosen hash function and a given load factor $\alpha$ the expected number of comparisons is approximately $1+\alpha / 2$.

### 4.1 Finding a Good Imperfect Hash Function

Similar to finding a perfect hash function, we can look for a good imperfect hash function by taking the cost of the hash function and of the subsequent search for the correct case label into account. Thus we can reduce the already small average value of the number of comparisons. We suggest to utilize the hash functions mentioned in section 3.2, however it makes little sense to put too much effort into optimizing such an imperfect hash function since we can easily tolerate few collisions.

### 4.2 Data Structure for Imperfect Hash Function

The natural data structure for imperfect hashing is a linear linked list of case labels attached to each hash slot. This is called chaining. The straight-forward realization of using pointers is practicable if we want to dynamically add or remove elements. But as we have a static set of case labels a faster and more compact solution is shown in fig. 4.1. The principle is similar: For each hash slot h we supply an index into the case label table v which is sorted by their hash value; most often utilized cases should come first. To find the end of the list of case labels hashed to the same value, we subsequently compare the index with the one given by the next hash slot; the difference between two adjacent indexes
is the length of the list. To get this running for the last hash slot too, we simply append an extra value to the index table t.[1] If all indexes are below 256, this array $t$ can consist of bytes.
h = hash(x);
h = hash(x);
// first index
// first index
h2 = t[h+1]; // last index (excl.)
h2 = t[h+1]; // last index (excl.)
while (h1 != h2) { // end reached?
while (h1 != h2) { // end reached?
if (v[h1] = x) // found?
if (v[h1] = x) // found?
goto action[h1]; // yes
goto action[h1]; // yes
++h1; // try next
++h1; // try next
}
}
goto Ldefault;
goto Ldefault;


Fig. 4.1. C source for imperfect hashing

## 5 Index Mapping / Compressing Tables

For perfect hashing we can compress our case label table v and our jump table action as we did for imperfect hashing (fig. 4.1). However, as we have at most one case label to match, we can get rid of the comparison loop. We can also get rid of the extra entry at the end of the index table $t$ because we also do not need to compare indexes but instead accept a comparison with any (non-matching) case label. See fig. 5.1 for an implementation.

```
h = hash(x);
h1 = t[h];
if (v[h1] != x)
    goto Ldefault;
else
    goto action[h1];
```


(s) (\# case labels)

Fig. 5.1. C source for index mapping to compress hash range

If many jump targets are the same, we can similarly compress the jump table[17] via t2 (fig. 5.2). For imperfect hashing this can also be done analogously. The principle of using reduced index sizes may be extended e.g. single bits if there are only 2 targets; bit tests $[16,17]$ are a variant thereof. We do not need any table at all if all targets are equal. This applies to all kinds of hashing and might even find other uses.

This mapping can optionally be combined with the mapping above as can be seen in fig. 5.3.

```
h = hash(x);
if (v[h] != x)
    goto Ldefault;
else
        goto action[t2[h]];
```


(s)

(\# targets)

Fig. 5.2. C source for index mapping to compress jump tables

```
\(\mathrm{h}=\mathrm{hash}(\mathrm{x})\);
\(\mathrm{h} 1=\mathrm{t}[\mathrm{h}]\);
if (v[h1] != x)
        else Ldefault;
else
        goto action [t2[h1]];
```


(s) (\# case labels) (\# targets)

Fig. 5.3. C source for index mapping to compress hash range and jump tables

Furthermore it is possible to compress the jump table itself, e.g. by storing relative offsets instead of addresses.[18] Especially on 64 bit systems this is a win.

## 6 Circumventing Jumps by Lookup of Constants

Using hashing instead of decision trees can offer a way to get rid of the time consuming indirect jump, provided that all jump targets contain the same code which may differ by constants.[9] In this case we can achieve a colossal speedup as can be seen in fig. 7.2!

Consider the case that we have obtained an hash value that we are about to use as an index into a jump table. Instead of jumping to the corresponding target we can instead use this index to fetch the mentioned constant from a table and run the target code with this fetched value instead of a compiled-in constant. The realization thereof is shown in fig. 6.1 (C source), fig. 6.2 (using a jump table), and fig. 6.3 (using table lookup).

If also the default case has similar code, we can even get rid of the conditional jump as shown in fig. 6.4. For processors which do not support a conditional move instruction (cmov) which is used in fig. 6.4, there are alternative instruction sequences which do not need a conditional jump.[19] Please note that this technique where a conditional jump is replaced (by mov and cmova) can be much more generally used.

```
switch (x) {
    case 0: y = X0;
    case 1: y = X1;
    case 2: y = X2;
    default: y = Xdefault;
}
```

Fig. 6.1. C source implementable with a lookup table

```
action: ; table of jump targets
    dd L0, L1, L2
switch: ; x = eax
    cmp eax, 2 ; compare with highest index
    ja Ldefault ; in range? no: Ldefault
    jmp [action+eax*4] ; yes: found; indirect jump
L0:
    mov edx, X0
    jmp Lend
L1:
    mov edx, X1
    jmp Lend
L2:
    mov edx, X2
    jmp Lend
Ldefault:
    mov edx, Xdefault
Lend: ; y = edx
```

Fig. 6.2. x 86 assembler source for fig. 6.1 using a jump table

```
consts: ; table of constants
    dd X0, X1, X2
switch:
    mov edx, Xdefault ; preload the default constant
    cmp eax, 2 ; compare with highest index
    ja Lend ; in range? no: Xdefault
    mov edx, [consts+eax*4] ; yes: found; load constant
Lend: ; y = edx
```

Fig. 6.3. x 86 assembler source for fig. 6.1 using a lookup table

```
consts: ; table of constants
    dd X0, X1, X2, Xdefault
switch: ; x = eax
    cmp eax, 2 ; compare with highest index
    mov edx, 3 ; load index of Xdefault
    cmova eax, edx ; in range? yes: eax, no: edx
    mov edx, [consts+eax*4] ; yes: found; load constant
; y = edx
```

Fig. 6.4. x 86 assembler source for fig. 6.1 using a lookup table incl. default

## 7 Measurements

We have benchmarked the methods on an Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i7 920 using GCC 4.7.2 on 32 bit Windows ${ }^{\mathrm{TM}}$ with the options -march=native and -03.

The test routines mapped an array of 1000 random values $\{0,100,200, \ldots$ $100 \cdot(n-1)\}$ to other values as in fig. 7.1. The default case was never triggered. The result values were stored in an other array. For each of the hashing methods one multiplication and one shift or rotate was used.

```
void test_switch(const int* x, int* y) {
    int j;
    for (j=0; j < 1000; + j) {
        switch (x[j]) {
            case 0: y[j] = 0; break;
            case 100: y[j] = 1; break;
            case 200: y[j] = 2; break;
            // ...
            default: y[j] = -1; break;
        }
    }
}
```

Fig. 7.1. C source to benchmark a switch statement

Here is a short summary of the measured switch implementations, ordered from slow to fast. The results are summarized in fig. 7.2.

Else-if chain This is the trivial implementation of a switch statement with $O(n)$ behavior. It is the fastest method for very few case labels but also by far the slowest method for many. Please observe the $O(n)$ characteristic.
Decision tree (C switch by GCC) This is the switch implementation chosen by GCC, the compiler we used. Please observe the $O(\ln n)$ characteristic.
Imperfect hashing + jump table See section 4. This method has its application for more than about 20 case labels and is the most universal hash
method. Here the test routine was configured to always map 2 case labels to the same hash value in order to simulate 1.5 comparisons per switch on average in case of success. In reality we would use an optimized hash function and get much better times, especially for small numbers of case labels.
Perfect hashing + jump table See section 3. This method is usually applicable for up to about 30 case labels if the suggested hash functions are used. Index mapping (section 5) helps to keep this method usable even for fairly low load factors $\alpha$.
Reversible hashing + jump table See section 2. This method will only find its application in special cases where all case labels are equidistantly spaced.
Imperfect hashing + constant table See sections 4 and 6. Imperfect hashing is combined with a constant table thereby circumventing the indirect jump of the jump table methods.
Perfect hashing + constant table See sections 3 and 6. Perfect hashing is combined with a constant table. Mispredicted jumps could be avoided.
Reversible hashing + constant table See sections 2 and 6. This method is similar to the last item but with reversible hashing.


Fig. 7.2. Comparison of different switch implementations for random values

The diagram clearly shows the $O(1)$ characteristic for all hashing methods and demonstrates that when mispredicted jumps can be completely avoided (by perfect hashing and constant table), the processor can demonstrate its true power since nothing destroys its pipelining as described in section 6 .

The cycles measured for reversible hashing were almost identical to the ones for perfect hashing.

For this processor the cross-over point of a decision tree or an else-if chain to perfect hashing using a jump table appears to be at about 10 case labels.

## 8 Conclusions

In this paper we gave reasons to use hashing as a means to increase runtime performance. We presented methods to find fast and good fitting hash functions and analyzed the applicability and needed effort at compile time and at run time. This was demonstrated by an artificial benchmark.

According to our measurements, - in situations where a value is tested against many sparsely distributed case labels - hashing is generally superior to a decision tree. This is especially true if jumping can be suppressed, i.e. by using perfect hashing and lookup of constants.

## 9 Future Work

There is still room for improvement since hashing is only one of several techniques a compiler can apply.[14] The tricky part comes when these techniques are combined.

If there are case labels or case label ranges with a very high probability these can be caught using a decision tree or a simple else-if-chain before treating the remaining ones with hashing (a jump table being a special case thereof). On the other hand case label ranges with a low probability can easily be checked last. This reordering can speed up the run time.[20] Without a suitable hint however the compiler usually assumes that all cases have equal probability.[17] We therefore strongly recommend providing a language feature describing the relative probability of case labels.[8] These values can be estimated by the programmer or derived from usage statistics (profiling information[17]).

Hashing can often also be used to switch on other types as well, especially strings. $[4,3,6,10]$ This comes very handy for applications which e.g. interpret XML streams or within a compiler.
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